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There are a number of reasons why job evaluation is not 
scientific, despite the appearance - the measurements, 
graphs, calculations. The simplest reason is that the aim 
of job evaluation systems is to say what rewards people 
should receive. In fact, job evaluation syterns do not spec­
ify the actual amounts which people should be paid, but in­
stead specify the order of value in which jobs should be 
placed, and how much should be paid for each job relative 
to the others. But this doesn't make any difference. The 
issue which job evaluation is addressing is still one of 
"distributive justice" - of who should get what, how the 
cake should be divided. And science does not provide answ­
ers to such questions. Science depends on empirical proof 
to test its theories. What empirical proof could be found 
for a theory which states that one person should be paid 
twice as much as another? 

To give a concrete example: the Paterson system of job eva­
luation says that people should be paid more when their job 
entails a higher level of decision-making. This is a non-
scientific proposition. How could you prove it or disprove 
it? If one person drives a truck, delivering heavy goods, 
and another person sits in an office deciding where the 
goods should be delivered, perhaps the office worker should 
be paid more because that person is making the decisions. 
Or perhaps the truck driver should be paid more, since the 
work is more strenuous? Science cannot provide the answer. 
These are matters of opinion, matters of negotiation, whose 
final outcome depends upon the relative power of the part­
ies involved. 

Psycho109ical research 

People who develop job evaluation systems sometimes claim 
their ideas are based on psychological research. The main 
argument derived from such research is that people are 
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primarily interested in how well they do relative to others. 
The claim is that people will be satisfied if they get more 
money than someone else who does less valuable work, or 
also satisfied if they get less money than someone who, 
they feel, is doing more valuable work. But these ideas 
don't take you very far. 

For a start, how will people decide what is more valuable 
and less valuable work? It may be possible to do this in a 
laboratory experiment with simplified and standardised 
tasks, but not in the complex real world - we can expect 
people to disagree (and if they disagree, they can't all 
be satisfied). Secondly, even if people are interested in 
how well they are doing relative to others, this doesn't 
mean this is all they are interested in. They might be in­
terested in having enough money to survive, to buy the bare 
requirements of life - in other words, in the absolute am­
ount they earn, not just the relative amount. It is quite 
possible for job evaluation systems to indicate wages below 
the poverty line. If people were paid at this level, would 
they be satisfied just because they were earning more than 
even lower-paid workers? Thirdly, you can't in any case 
take results from a few laboratory experiments (mainly 
American) and expect them to describe other people in very 
different situations, with different values and needs. 
These problems undermine any claim that job evaluation 
theory has a foundation in psychological research. In fact, 
one could regard such claims as an attempt to disguise the 
fact that job evaluation systems impose their own value 
judgements, with no scientific backing. 

The methods of job evaluation systems 

When negotiating about a job evaluation system, it is imp­
ortant to know at what phases in the job evaluation proce­
dures these value judgements come in - for these are the 
"weak points" in the systems, the areas where (as far as a 
scientist is concerned) negotiating parties are quite en­
titled to disagree. 

Unfortunately, though, while these are weak points from the 
point of view of scientific validity, they are not necess-
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arily the easiest to negotiate. The non-scientific assump­
tions may be buried so deeply in any given system that to 
reject the assumptions may mean rejecting the system as a 
whole. This may or may not be a union's intention. It is 
safe to say that job evaluation systems present affected 
employees with both benefits and disadvantages - and work­
ers and their representatives will want to weigh up the 
balance in their particular circumstances. Nevertheless, 
even if a union decides that it does not want to work with­
in a job evaluation system, it is useful to identify where 
the system is scientifically faulty, so that desired modi­
fications can be argued for, without being stopped by the 
mistaken reply: "You can't touch it - it's scientific!" We 
can start by looking at three phases in job evaluation: 

1. The first phase is selecting the criteria for job 
analysis and deciding how these will be applied. (For 
instance, in the Paterson system, the "level of decis­
ion-making" is chosen as the criterion for distinguish­
ing between jobs.) 

2. The second phase is the actual measurement process, 
where different jobs are assessed in terms of the crit­
eria selected in phase 1. 

3. the third phase is the grading of jobs on the basis of 
the measurements taken in phase 2. 

W2 will stop there. There is, of course, a final phase 
which is most vital both to employers and employees, and 
that is making the link between the grading of jobs and 
the grades of wages. This last stage raises problems of 
a different kind. Having decided (by phase 3) that one job 
is of higher "value" than another, the decision must then 
be made: how much more should that job recieve? This would 
require a separate full discussion and we rather spell out 
the criteria against which to judge the first three phases. 

Reliability and validity 

Now the three phases shown above are very familiar to soc­
ial scientists who are used to making social measurements 
in their research. The whole procedure is only reckoned to 
be methodologically acceptable if they are satisfied that 
the procedure is (a) "reliable" and (b) "valid". 
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Reliability has to do with the way measurements are made. 
In order for a measurement process to be reliable, we want 
to know that different ways of measuring the same thing 
will yield the same results, and that if different people 
measure the same thing - using the same or different meth­
ods - they will come up with the same results. 

Reliability of measurement is basic to any scientific in­
vestigation, but it is not, by itself, enough to ensure 
"validity". Validity requires, amongst other things, that 
what people are actually measuring is what they say they 
are measuring. For example, if an intelligence test was 
constructed which consisted only of mathematical problems, 
it might produce consistent, reliable results, but it would 
not be valid as a measure of intelligence, because intelli­
gence is not just mathematical ability. 

Now let's see how job evaluation systems measure up to 
these two criteria of reliability and validity. In doing 
so, we will need to distinguish between different types 
of systems. As we will see, some are weak in phase 1 and 
relatively strong in phases 2 and 3, while others are str­
onger in phase 1 (the selection of criteria) but collapse 
in phase 3. 

Phase 1: selecting criteria 

In this phase, criteria are selected and applied, to indi­
cate the content of a job, relative to other jobs. Some job 
evaluation systems employ only one primary criterion. The 
Paterson system is the commonest example of this in South 
Africa, and in this system the criterion chosen is the 
"level of decision-making". 

Now to use only the "level of decision-making" as an indic­
ator of job content makes this conceptualisation invalid. 
It lacks even what methodologists refer to as "face valid­
ity" - one can see at a glance that whatever different asp­
ects go to make up job content, there must be more aspects 
than simply decision-making, and some of these will be 
quite independent of the "level of decision-making" dis­
played in a particular job, eg. the effort expended in the 
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work, the danger or discomfort experienced, the level of 
training required, and so on. Any method which starts off 
by ignoring such scope for disagreement is certainly not a 
valid scientific procedure. 

an advantage of such a job evaluation system, which looks 
at only one primary factor in assigning jobs to "bands", is 
that it is relatively simple and fast to implement. This is 
particularly an advantage to management, but it could also 
be an advantage to unions if they expect their members to 
benefit from the successful implementation of the system. 

Some dangers should be pointed out, however: 
(a) Once one has accepted "decision-making" as the primary 

criterion for putting jobs into bands, having made this 
concession (which has no scientific grounding) one can­
not expect to make much ground in arguing about phases 
2 and 3, because in the Paterson system these can be 
relatively sound. 

(b) Accepting the "level of decision-making" as the primary 
criterion could be to the disadvantage of seni-skilled 
and unskilled workers, who will be crowded together in 
the lowest categories, with little chance of getting out. 

(c) The "level of decision-making" incorporated in particu­
lar jobs will reflect in part the structure of control 
in a firm or organisation. If superiors prevent those 
below then from taking their own decisions, as will be 
the case in a strongly hierarchical organisation, then 
people at the top will be paid more and people at the 
bottom will be paid less. 

Single factor systems, such as Paterson's, fail the test 
of scientifically valid procedure at the first hurdle, in 
phase 1. Measuring the "level of decision-making" cannot 
Provide a valid measurement of "job content". What about 
more complex systems? The Peromnes System, for inst­
ance, which is quite popular in South Africa, pays attent­
ion to eight separate factors (problem solving, consequence 
°f error of judgement, pressure of work, knowledge, the in­
fluence of one job on other jobs, the level of comprehens­
ion required by the job, educational qualifications requir­
ed t and the degree of further training needed to do the job 
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competently). Sane systems are even more complex than this, 
taking account of 26 or more separate factors in assessing 
job content. 

One can definitely say that by applying a variety of crit­
eria, rather than one single primary criterion like "decis­
ion-making", there is more chance of including those asp­
ects of job content which different people, in different 
jobs, think are important. But the story unfortunately does 
not end in phase 1, for phases 2 and 3 are still to follow. 
The problem of validity has in fact just been moved to 
phase 3, where unscientific decisions have to be made about 
how to combine all the different aspects thought up in 
phase 1. Are all the aspects of equal importance, or must 
some be given more weight than others? We will look at this 
problem in more detail below. 

Phase 2: the measurement process 

Once the criteria have been selected, the next phase is to 
discriminate between different jobs on the basis of these 
criteria. This is the measurement phase, and here (from 
the point of view of scientific method) the main thing we 
want to know is: are the methods of measurement reliable? 
Will different people come to the same conclusions? 

In general, this kind of measurement is likely to be more 
reliable if (a) a fairly rigid measuring procedure is ad­
hered to; (b) if subjective judgements are kept to a mini­
mum; and (c) if the measurements are not too elaborate. But 
remember that the reliability of measurement does not guar­
antee overall validity. For example, a rigid measuring sys­
tem may improve the reliability of measurement, but it may 
mean that you are measuring the wrong things most of the 
time, so that the results lack validity. 

We can again look first at the Paterson system, as an ex­
ample of a relatively simple single factor system. In the 
Paterson system, the usual procedure is to obtain written 
job descriptions (which should be approved by the person 
doing the job, and his/her supervisor) and then to take 
these to a grading committee, who apply the fairly rigid 
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guidelines laid down in the Paterson system to determine 
which "band" of decision-making the job falls into. Be­
cause the categories of decision-making are quite broad, 
and because the level of decision-making is the only factor 
which needs to be assessed at this stage, there is reduced 
scope for disagreement. There may be argument about border­
line cases, but there is not so much room for disagreement 
as there would be in a more complex system. One would there­
fore expect the measurements to be fairly reliable at this 
stage. But one should remember that this gain in reliabili­
ty comes partly from ruling out all considerations other 
than the level of decision-making. 

In the next stage in the Paterson system of grading, super­
visory grades and further sub-grades are made within each 
of the bands, and here the "judgements seen to become more 
subjective, with more scope for disagreement - ie. more 
risk of unreliability. The reason for this is that at this 
stage the judgements become more complex, taking account 
of various different factors such as work pressure, var­
iety of tasks, etc. 

When workers or worker representatives are on the evaluat­
ion committee, this is likely to be an area for negotiat­
ion, since it is so "visible": by this stage of the proc­
eedings, the evaluation committee is asking more direct 
questions like, "Should this group of workers get more than 
this other group, or should it be the other way round?" 
There is maybe something a bit deceptive about this area 
for debate, for it can only concern small changes in grad­
ing, as the bands have already been settled. For the same 
reason, though, the unreliability of decisions at this 
stage of deciding the sub-grades is less serious from the 
scientist's point of view, precisely because these decis­
ions don't make such a large difference to the overall 
picture. Overall, one would expect different teams of job 
^valuators to come to most of the same conclusions about 
which jobs were in which bands with relatively minor dis­
agreements about the sub-grades within each band. So one 
expects the Paterson system measurements to be fairly re­
liable overall, but inaccurate when it comes to details. 
(And of course most of the relevant "details" have been 
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pushed aside by taking decision-making as the single pri­
mary criterion.) 

It is worth noting that a fairly rigid measuring procedure, 
such as that in the Paterson system, makes it easier to 
manage consultations with workers and unions at this stage 
of job evaluation. It leaves some scope for disagreements 
and negotiation, but not so much scope to threaten the 
overall design of the pay structure. Both in the job descr­
iption stage and in the grading stage workers may be con­
sulted. However there is typically little, if any, consult­
ation about how the terms have been set - why "decision­
making" has been adopted as the primary criterion, and how 
the measuring schedule has been drawn up. 

We can turn now to "point-scoring" methods of job evaluat­
ion, such as the Peromnes system. The idea here is that 
jobs will be assessed on a number of aspects, and on each 
aspect (or "factor", or "dimension") a particular job will 
be rated as earning so many points. These scores are then 
combined to give an overall rating for the job. We will see 
in the next section that arbitrary, non-scientific decis­
ions have to be made in order to combine the scores which 
a job gets on each different factor. In the meantime, we 
are mainly interested in whether the measurements, on each 
factor, are reliable. 

There are a number of possible measurement problems in a 
multi-factor system. First of all, because there are more 
aspects of a job to be measured than in a single-factor 
system, and because some of these factors require subject­
ive assessment (for example, in the Peromnes system, the 
"pressure of work") there is more chance of going wrong 
than in a simpler system. On the other hand, the errors 
made in measuring one factor may be averaged out by errors 
in the opposite direction in measuring other factors. So 
one can't be sure - which is itself, of course, a problem. 

Given that uncertainty, it would seem to be important to 
be able to check on the results. But multi-factor systems 
are rather hard to understand and to apply, which means 
that it is more difficult for job-holders, or other people 
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who are not experts, to keep a check on how the results 
are being produced. The three main doubtful areas are (a) 
the reliability of the job descriptions on which the meas­
urements are based, (b) the way in which the scale of poin­
ts for each factor is arrived at, and (c) the extent to 
which subjective judgements are made in deciding a job's 
position on the scale. We will look at these problems, tak­
ing the Peromnes system as an example. 

(a) The Peromnes System uses verbal job descriptions rath­
er than written ones. Because of the complexity of the 
system, the person who describes the job may not pers­
onally know what to describe, but must rely on the ex­
pert valuator to ask for all the necessary information. 
One can argue that this can lead to fairer evaluations, 
since there is less opportunity for the job-describer 
to emphasize or exaggerate features of the job to self­
ish advantage. But it could equally lead to a failure 
to provide all the relevant information, for the same 
reason: the job-holder doesn't understand the signifi­
cance of the questions which the valuator is asking. 
Also, because there is no written job description and 
because it requires an expert to evaluate the verbal 
job description, it is more difficult to carry out an 
independent check on the valuator's measurements. 

(b) The problem of scaling can be illustrated by an imagin­
ary example. Suppose one factor of a job is the amount 
of formal education which the job-holder needs to poss­
ess. If one job requires a standard ten education while 
another requires a standard eight education, the first 
job might earn ten points more on the education factor 
than the second job. But another job requires a univers­
ity degree. Should it get an additional ten points? Or 
an additional twenty points? Or thirty, or two? There 
is no scientific answer to this question, because there 
is no way of knowing that a standard ten education is 
"twice as much" education as standard five, or that it 
is twice as valuable or four times as valuable, or what­
ever. Vfe can agree that more education is more valuable 
than less education, but we can't say how much more, 
and we can't say that the value increases steadily as 
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you go up the scale, or anything like that. Despite 
this fact, most multi-factor job evaluation systems 
arbitrarily lay down how many points can be awarded for 
different levels of education, different levels of 
stress, and so on. This is not scientific measurement, 
but a way of dressing up opinions as numbers, and then 
applying these opinions as a routine procedure. The op­
inions are embedded into the measurement process when 
the system is designed. 

(c) The complexity of multi-factor systems requires that a 
greater number of subjective interpretations have to be 
made before a job is given a final score. For instance, 
in the Peromnes system, one of the factors to be cons­
idered is how much time is necessary to achieve a level 
of competence in a job. It requires subjective judge­
ment to decide when a job-holder is just competent, 
rather than super-competent or a little incompetent. 
And if it takes one person six months to become compet­
ent it may take another only three months to reach this 
level - so again judgements have to be made about what 
is "normal". Obviously, the more subjective judgements 
have to be made, the more chance there is for unreliab­
ility, and as stressed above, such subjective judge­
ments are even more uncertain if it is difficult to 
check them against others1 opinions, as is the case 
when a job evaluation is so complex that only an expert 
can operate it. 

In surrmary, a scientific enquirer would treat the relative 
scores awarded to jobs on the different factors in a multi-
factor system with a great deal of scepticism. There is no 
good reason to suppose that the figures are accurate. Even 
so, this is probably not the major problem with multi-
factor job evaluation systems. The great unsolvable problan 
comes when you try to combine the separate scores awarded 
for different aspects of a job, in order to come up with a 
single overall score for the job. 

Phase 3: grading 

Having selected the criteria for distinguishing between 
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jobs in phase 1, and having made measurements according to 
these criteria in phase 2, the task in phase 3 is to con­
vert these measurements into a means for ranking jobs. In 
the case of a single-factor system such as Paterson there 
is no immediate problem at this stage. Once jobs have been 
catergorised according to their "level of decision-making" 
(phases 1 and 2), this automatically places them in one of 
the six bands. The ranking which the different jobs receive 
on "decision-making" simply becomes the band ranking of the 
jobs. No one can object at this stage. The time for object­
ions was earlier: what grounds were there for choosing 
"decision-making" as the criterion of job content? The 
grounds were inadequate, and for that reason the Paterson 
system lacks phase 1 validity. If this is overlooked, then 
the Paterson system cannot really be attacked for failure 
in phases 2 and 3, except in points of detail. (Of course, 
the other side of this coin is that, because of its phase 
1 failure, no amount of refinement in phases 2 and 3 could 
render it into a scientific system.) 

What are the "points of detail" in the Paterson system 
which can lead to difficulties in phases 2 and 3? First 
there is the problem of borderline cases, where a grading 
committee disagrees about which decision-making band a 
particular job should occupy. This is a problem of measure­
ment (phase 2). But the more important "details", as far as 
employees and their representatives are concerned, are prob­
ably to do with the sub-grades which are allocated to jobs 
within a "band". 

After a job is fixed in a band, there is still the question 
of whether it is a supervisory job or a non-supervisory job, 
since each band (except Band ft) is divided into a supervis­
ory and non-supervisory grade. Usually there would be 
little difficulty in deciding, because the structure of 
control in most large organisations is fairly clearly de­
fined. So there is no major measurement difficulty here, 
deciding which jobs are supervisory and which are not - but 
there is a problem in deciding what difference this should 
"teke in terms of basic pay. The Paterson system has already 
^de this decision. Supervisory jobs should receive more 
kasic pay than a non-supervisory job in the same band, but 

103 



- evaluation -

not as much as a non-supervisory job in the next band. 
Thus the criterion of supervision versus non-supervision 
always has less effect than the primary criterion, the 
"level of decision-making". Is this right or wrong? That 
is surely a matter of opinion. 

When one comes to sub-grades it becomes even more a matter 
of opinion. No clear guidelines are laid down for how diff­
erent jobs should be allocated to sub-grades, but it seems 
that a variety of factors can be considered. Le Roux (in 
this edition of SALB) suggests that these factors can in­
clude the variety of tasks in a job, the "length of cycle", 
the pressure of work and "tolerance and precision". If this 
is so, which factor is seen as most important, and why? And 
why should all these factors be less important than the 
"level of decision-making"? For example, even if a job in 
Band B is exceptionally varied, non-repetitive, precise and 
high pressure, it cannot escape to Band C, unless its 
"level of decision-making" fits into the Band C category. 

As suggested earlier, sub-grading can provide an area for 
negotiation, precisely because the rules for sub-grading 
are not clear. But this should not obscure two facts. 
Firstly, the area for negotiation has already been decided, 
because the additional factors now being considered cannot 
move a job out of its "decision-making" band. Secondly, 
when the additional factors are being considered, there is 
no scientifically valid way of deciding whether one factor, 
such as work pressure, should carry more weight than anoth­
er factor, such as the "variety of tasks". 

This difficulty in knowing how to play off different fact­
ors against one another only hits the Paterson system at 
the level of sub-grading. But it is a problem which is 
right at the heart of multi-factor systems. 

Multi-factor systems, which look at more aspects of job 
content than simply "decision-making" have a better chance 
of preserving phase 1 validity. They may be complex and 
generally less reliable in the measuring phase, but it is 
in the third phase that they really knock down the hurdle 
and fall to the ground in a crunch of non-scientific calc-
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ulations. The problem is this: that having taken measure­
ments of different aspects of a job, you now have to comb­
ine these figures to come up with a single score. 

The problem is easy to illustrate. Suppose that two of the 
aspects considered relevant are (1) physical effort, and 
(2) mental effort. And suppose two jobs. Job A and Job B, 
have been assessed on these two criteria, and have been 
given scores as follows: 

Physical Mental Total 

Job A 10 5 15 
Job B 5 10 15 

Now if the two aspects, mental and physical effort, are 
held to be equally important, then (as one sees from the 
straightforward totals) the two jobs must be ranked on a 
par. Each job collects a total of 15 points. But suppose 
physical effort is counted as being twice as important as 
mental effort, or vice versa. Then the scores on these dif­
ferent aspects must be weighted differently. If physical 
effort counts for twice as much as mental effort, then 
five points on physical effort is equivalent to ten points 
on mental effort. So Job A must be graded higher than Job B. 
But if mental effort counts for more than physical effort 
then Job B will end up with a higher score than Job A. In 
other word, however accurate the scores are on each factor, 
the final result is still indeterminate, because there is 
no scientific way of deciding how to weight the two factors. 

In practice, there are two ways in which different factors 
can be weighted in a multi-factor system. If the same meas­
uring range is used for each factor - for instance, "level 
of education" could earn up to a hundred points, "level of 
stress" could earn up to a hundred points, and so on - then 
the weighting is done after the measurement. You take each 
score and multiply it by a number, a different number for 
each factor, which ensures that the points earned on a fac­
tor which is regarded as important count for more than the 
points earned on a factor which is regarded as unimportant. 
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(These are of course matters of judgement, not matters of 
science,) The other way of weighting different factors is 
to give them different ranges of measurement, so that "lev­
el of education", for instance, might be able to earn up to 
a hundred points while "stress level" could only earn up to 
a maximum of twenty points. Either way, the effects are the 
same, and express the system designer's own view of which 
factors are more important than others. 

Following this road produces a series of measurements for 
each job - a score or a ranking for each of the factors be­
ing considered. These scores, however, are not all on one 
dimension but are along dimensions which may be independ­
ent of one another, and so there is no scientific way of 
adding up these scores to produce a final uni-dimensional 
ranking. The only condition under which the separate scores 
or ranks can validly be added up is if the separate measure­
ments are all along one underlying dimension, and even then 
we would add certain other mathematical requirements. But 
if these requirements are met, then we can't have phase 1 
validity. So job evaluation is caught in a trap. Either it 
starts off with invalid assumptions, or it ends up with an 
invalid procedure for combining scores on different factors. 

This does not really cone as a surprise, because we saw at 
the outset that the aim of job evaluation is to make value 
judgements. These value judgements may appear to be hidden, 
by the trappings of scientificity and a confusion of numb­
ers, but like a disappearing scorpion, they will turn up 
again if you lift up all the stones. Either the non-scient­
ific value-judgements are made at the begining, in choosing 
the criteria, or they come back at the end, in making unsc­
ientific decisions about how to weight different aspects of 
a job. 
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